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Abstract

This study intends to establish a novel neutrosophic cross entropy based multi

attribute decision making method, combined with some relative fuzzy weighted

ideal alternative (RFWIA) vectors. RFWIA vectors have been introduced to get

rid off the shortcomings of existing Archimedean, Einsteen and Hammer fuzzy

weighted averaging aggregation( AFWA, EFWA, HFWA) operators where they

may exhibit some ambiguity under some mathematical treatments. The ap-

plicability of the proposed symmetric single valued neutrosophic cross entropy

measure is exemplified with some MADM problem on financial strategy. To ob-

tain the optimal ranking orders of alternatives, the proposed neutrosophic cross

entropy measure has been found remarkable in comparison with the enduring

fuzzy cross entropy measures which may return either undefined or unreasonable

ranking orders of alternatives in some situations.
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1. Introduction

In solving MADM problems, some of the biggest challenges that a DM has

to face are - (i) how to solve MADM problems with fuzzy preference informa-

tion on alternatives[4,5,18](ii) how to develop the effective methods for solving

MADM analysis problems containing imprecise, undetermined and inconsistent5

data and (iii) how to rank the alternatives associated with conflicting and non-

commensurate attributes[4,10,14].Due to time pressure and ambiguity in hu-

man thinking, the DM’s preference information on alternatives may lead to

vary his judgement skill in form and depth. The current methods for solving

MADM problems with fuzzy preference information on alternatives include-10

((i) multi-dimensional scaling method with ideal point[13],(ii) interactice simple

additive weighting method[10]and (iii) linear programming techniques for multi-

dimensional analysis of preference[11,17] etc.However, these methods either need

the ordering of preferences between pair of alternatives given by the DM or do

not address the problem when the potential alternatives contain the preference15

information in terms of FSs. Zhi et all[23] proposed a linear goal program-

ming model which can be used to construct the weight vector of the attributes

and then to use it for selecting the most desirable alternatives.Wan et all[19] ex-

tended the concept of FSs to interval intuitionistic fuzzy sets for solving MADM

problems with incomplete attribute weight information.Wei [20] developed an20

information measure based on picture fuzzy cross entropy for solving MADM

problems and applied it for ranking different alternatives.Xu and yager[21] de-

veloped some geometric aggregation operators based on IFSs. Weighted aggre-

gation(WA) operators have been used by many researchers for aggregating all

the performance of the criteria for alternatives.The remainder of this paper is25

organized as under.

Section.2 addresses the concept of some preliminaries required for the sub-

sequent development of the proposed work.Section.3 introduces a novel SFCE

measure between two FSs for measuring expected information based on the

single degree of positive membership followed by a new measure of fuzzy en-30
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tropy. Section.4 presents some newly constructed RFWIA vectors based on

fuzzy Archimedean, Einsteen and Hammer weighted averaging aggregation op-

erators. Through the newly discovered SFWCE measure, the applicability and

feasibility of the proposed method along with its comparative analysis with the

existing method[23] based on linear goal programming is exemplified in Sec-35

tion.5.Finally, section.6 summarizes the concrete conclusions of the work done

in this paper.

2. Preliminaries:-

The following section deals with the brief review of some basic concepts

required for the development of the proposed work.40

2.1. Fuzzy Set [22].Let X = (x1, x2, ....., xn) be a finite universe of dis-

course.Then a fuzzy set A is defined as A = (< x, µA(x) > |xεX) where µA(x) :

X → [0, 1] s.t. 0 ≤ µA(x) ≤ 1

2.2. A Measure of Fuzzy Entropy. Let P (X) consists of all fuzzy subsets of

X and AεX.Then H(A) : P (X)→ R satisfies45

(i)H(A) ≥ 0∀µA(x); 0 ≤ µA(x) ≤ 1(ii)H(A) = 0 iff µA(x) = 0 or 1

(iii)H(Ac) = H(A) (iv) It exhibits the concavity property each µA(x)

(v) It has maximum value when µA(x) =
1

2
and

the maximum value increases for n.

2.3. A Measure of Fuzzy Cross Entropy. A cross entropy function D : P (X)×

P (X)→ R satisfies

(i)D(A,B) ≥ 0(ii)D(A,B) = 0⇔ A = B(iii)D(A,F ) = Max.H(A)−H(A);

F is the most fuzzy vector (iv) It is a a convex function of both A and B

2.4.A SFCE Measure. This function D : P (X)× P (X)→ R satisfies

(i)D(A,B) ≥ 0(ii)D(A,B) = 0⇔ A = B(iii)D(A,B) = D(B,A)

(iv)D(Ac, Bc) = D(A,B) i.e, D(A,B) remains same if B is replaced by Ac.

3
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3. A Novel SFCE measure

To overcome the shortcomings of Bhandari and Pal[2]and Shang and Jiang[16]50

, an effort has been made to propose a novel SFCE measure as follows

Theorem.3.1 For any fuzzy set A in X, HF (A) represents a well defined

fuzzy entropy measure where HF (A) =
∑n
i=1 log 3

2

[
1 + 1

4

√
µA(xi)(1− µA(xi))

]
Moreover, the minimum value of HF (A) is zero and maximum is (log 3

2

9
8 )n.

Proof The non-negativity of HF (A) is obvious since 0 ≤ µA(x) ≤ 1. It55

vanishes whenever µA(x) is zero or unity. Also, it does not change whenever

µA(x) is replaced with its counter part 1− µA(x).

Concavity: Partial differentiation of HF (A) with respect to µA(xi) yields

∂HF (A)

∂µA(xi)
=

(1− 2µA(xi))

8 log
[
3
2

√
µA(xi)(1− µA(xi)) +

3
8
µA(xi)(1− µA(xi)

]
∂2HF (A)

∂µ2
A(xi)

= − 1

log 3
2

 (1− 2µA(xi))
2

64
[
1 + 1

4

√
µA(xi)− µ2

A(xi)
]2

(µA(xi)− µ2
A(xi))

+
(1− 2µA(xi))

2

16
[
1 + 1

4

√
µA(xi)− µ2

A(xi)
]
[µA(xi)− µ2

A(xi)]
3
2

+
1

4
[
1 + 1

4

√
µA(xi)− µ2

A(xi)
]
[µA(xi)− µ2

A(xi)]
1
2

 ≤ 0

for each µA(xi)ε[0, 1]. This establishes the fact that HF (A) is a concave function

of each µA(xi) and hence possess its maximum value.The concavity property of60

HF (A) can also be seen from its three dimensional plot as shown in Figure.1.

For maximum value of HF (A), set ∂HF (A)
∂µA(xi)

= 0 which implies µA(xi) = 1
2 .

Also Max. HF (A) = HF (A)|µA(xi)=
1
2

= n log 3
2

9

8
(1)

We now reinterporate the result of Theorem.3.1 intended to establish the pro-

posed SFCE measure, the result of which will play a vital role for solving some

MADM problem.65

Theorem.3.2 Set T0 = µA(xi) + µB(xi), T1 =
√
µA(xi)µB(xi) and T2 =√

(1− µA(xi))(1− µB(xi)), then KFS(A,B) is a well defined symmetric fuzzy

4
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Figure 1: Concavity Property Exhibited by HF (A,B)

cross entropy measure where

KFS(A,B) =

n∑
i=1

[
(2 + T0) log 3

2

1 + T0

2

1 + T0+T1

3

+ (4− T0) log 3
2

1 + 2−T0

2

1 + 2−T0+T2

3

]

Proof.KFS(A,B) meets the necessary conditions (i),(ii) and (iii) of Def.2.4.

To establish the non-negativity of KFS(A,B), we first divert to prove the fol-70

lowing lemma.

Lemma.Set T3 =
µA(xi)+

√
µA(xi)µB(xi)+µB(xi)

3 = T0+T1

3 , and T4 = µA(xi)+µB(xi)
2 =

T0

2 . Then, ∃ the inequality:T3(µA(xi), µB(xi)) ≤ T4(µA(xi), µB(xi))∀µA(xi), µB(xi)ε[0, 1].

Proof. It is instructive to consider

T4 − T3 =
µA(xi)− 2

√
µA(xi)µB(xi) + µB(xi)

6
=

1

6
(
√
µA(xi)−

√
µA(xi))

2 ≥ 0

for each µA(xi), µB(xi)ε[0, 1] with equality whenever µA(xi) = µB(xi). The75

resulting inequality can be rescheduled as

T4 + 1 ≥ T3 + 1⇒ T0
2

+ 1 ≥ T0 + T1
3

+ 1

⇒ 2 + T0
3 + T0 + T1

≥ 2

3
⇒ log 3

2

2 + T0
3 + T0 + T1

≥ log 3
2

2

3

⇒ (2 + T0) log 3
2

2 + T0
3 + T0 + T1

≥ (2 + T0) log 3
2

2

3
(2)

Replacment of µA(xi), µB(xi) by their counterparts (1 − µA(xi)), (1 − µB(xi))

in the resulting inequality (4) yields

(4− T0) log 3
2

4− T0
5− T0 + T2

≥ (4− T0) log 3
2

2

3
(3)

5
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We can add the aforementioned inequalities (4) and (5) to get the proclaimed

result. Furthermore,80

Theorem 3.3 Show that : 0 ≤ KFS(A,B) ≤ 6 log 3
2

(
9
8

)
n

Proof.It is interesting to note that KFS(A,B) remains unchanged B is re-

placed with Ac. Thus,

KFS(A,A
c)

=

n∑
i=1

3 log 3
2

 3

2
3

[
4 +
√
µA(xi)− µ2A(xi)

]
+ 3 log 3

2

 3

2
3

[
4 +
√
µA(xi)− µ2A(xi)

]


=

n∑
i=1

6 log 3
2

 3

2
3

[
4 +
√
µA(xi)− µ2A(xi)

]
 =

n∑
i=1

6 log 3
2

(
9
8

1 + 1
4

√
µA(xi)− µ2A(xi)

)

=

n∑
i=1

[
6 log 3

2

9

8
− 6 log 3

2

[
1 +

1

4

√
µA(xi)(1− µA(xi))

]]
⇒ KFS(A,A

c) = 6n log 3
2

9

8
− 6HF (A) (4)

With the aid of non-negative conditions;HF (A) ≥ 0∀µA(xi)ε[0, 1] andKFS(A,B) ≥

0∀µA(xi), µB(xi)ε[0, 1], the resulting equality (6) yields85

HF (A) =
(

2 log2 2− log 3
2

2
)
n− 1

6
KFS(A,Ac) ≥ 0

⇒ 0 ≤ KFS(A,Ac) ≤ 6 log( 3
2

(
9

8

)
n (5)

Discussion. With the aid of inequality (7), it is submitted that KFS(A,Ac)

is finite quantity for each fixed n. Equivalently, readers can verify thatKFS(A,B)

also satisfies the same range value i.e. 0 ≤ KFS(A,B) ≤ 6 log( 3
2

(
9
8

)
n. Also, the

three- dimensional region plot KFS(A,B) , shown in Fig.3, justifies our claims

We shall now provide the applicability of newly discovered symmetric fuzzy90

cross entropy measure by solving some MADM problem as follows.

4. Application to Multiple Attribute Decision Making problems:

The existing methods for solving MADM problems mainly rely on the deci-

sion maker’s decision as he is free to provide his judgement based on the suit-

able alternatives[3,4,6,7,9,10,13,17].In solving MADM problems, the DM has to95

reckon the best alternative, though it may not not exist in real situations. With

6
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Figure 2: Concavity Property Exhibited by HF (A,B)

Figure 3: Concavity Property Exhibited by HF (A,B)

this idea in mind under fuzzy environment , the selection of relative fuzzy ideal

alternative vector, denoted by A+, is traditionally based on following fuzzy ideal

value µ+
j .

Let A+ = (< x1, µ
+
1 >,< x2, µ

+
2 >,< x3, µ

+
2 >, ..., < xn−1, µ

+
n−1 >,< xn, µ

+
n >)(6)

where µ+
j = maxi{µij}; i = 1, 2, 3, ...,m andj = 1, 2, 3, ..., n. (7)

Here, µ+
j is termed as fuzzy ideal value.100

But due to ambiguity in human thinking and time pressure, the traditional

approach of selecting a relative fuzzy ideal alternative vector is not suitable as it

reflects ambiguity in the subjective judgement made by the rational DM.To get

rid off this conflicting situation, this study established some novel relative fuzzy

7

44

56



weighted ideal alternative vectors( RFWIA) based on fuzzy Archimedean, Ein-105

steen and Hammer weighted averaging aggregation operators[] as under. I. The

RFWIA vector based upon fuzzy Archimedean weighted averaging aggregation

(FAWA) operator can be denoted by AA
+

W and is given as

AA
+

W = (< x1, µ
A+
1 >,< x2, µ

A+
2 >, ....., < xn, µ

A+
n >) where (8)

µA+
j = 1−Πm

i=1(1− µij)wj , for a given j = 1, 2, ......, n. (9)

II. The RFWIA vector based upon fuzzy Einsteen weighted averaging aggrega-

tion (FEWA) operator can be denoted by AE
+

W and is given as110

AE
+

W = (< x1, µ
E+
1 >,< x2, µ

E+
2 >, ....., < xn, µ

E+
n >) where (10)

µE+
j =

Πm
i=1(1 + µij)

wj −Πm
i=1(1− µij)wj

Πm
i=1(1 + µij)wj + Πm

i=1(1− µij)wj
for a given j = 1, 2, ..., n.(11)

III. The RFWIA vector based upon fuzzy Hammer weighted averaging ag-

gregation (FHWA) operator can be denoted by AH
+

W and is given as

AH
+

W = (< x1, µ
H+
1 >,< x2, µ

H+
2 >, ....., < xn, µ

H+
n >) where (12)

µH+
j =

Πm
i=1(1 + (γ − 1)µij)

wj −Πm
i=1(1− µij)wj

Πm
i=1(1 + (γ − 1)µij)wj + (γ − 1)Πm

i=1(1− µij)wj
, (13)

for a given j = 1, 2, .., n, γε(0,∞), γ 6= 1

5. A Fuzzy Cross Entropy Based Method for Solving MADM prob-

lem:115

Suppose there are m known potential alternatives, denoted by the set A =

(A1, A2, ....., Am) where (m ≥ 2). Also suppose that there are n(n ≥ 2) known

attributes denoted by the set G = (G1, G2, ...., Gn).. Let the weights corre-

sponding to each attribute are denoted by w = (w1, w2, ....., wn)T such that

each wj is non-negative for 1 ≤ j ≤ n and satisfy
∑n
i=1 wj = 1. Here, the entity120

wj represents weight of the jth attribute Gj .

We can assume A = {tij}m×n to be the decision matrix as given by the

rational decision maker. Our aim is to reckon the best alternative while solving

8
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a given MADM problem under the available fuzzy preference information on

each alternative.125

Step-I:- Since the attributes, in general, are non-commensurate and conflict-

ing, it becomes exigency for us to get the normalized form of the given decision

matrix. This will transform the various attributes values into fuzzy numbers.

Let D = {µij}m×n be the corresponding matrix obtained after normal-

ization. The matrix D here is termed as fuzzy decision matrix where each µij130

represents true membership degree that the alternative Ai satisfies the attribute

Gj where 0 ≤ µij ≤ 1 and each µij is obtained deploying the linear transforma-

tion[10]

µij =


tij−t min

j

t max
j

−t min
j

for benefit attribute,

t max
j −tij

t max
j

−t min
j

for cost attribute,such that

t max
j = max{t1j , t2j , ..., tmj}; t min

j = min{t1j , t2j , ..., tmj}; j = 1, 2, ..., n.

Step-II:- For the given alternatives Ai(i = 1, 2, ....,m), define relative (135

weighted) fuzzy ideal alternative vectors A+ ,AA
+

W ,AE
+

W , and AH
+

W by employing

equations (10-15) .

Step-III:- Calculate the cross entropy measure KWFS(Ai, A
+) values be-

tween each alternative Ai and A+ by using the (17), which can be obtained by

replacing µA(xi), µB(xi) with µij , µ
+
j respectively. Thus,140

KWFS(Ai, A
+) =

n∑
j=1

wj

(2 + µij + µ+
j ) log 3

2

2 + µij + µ+
j

2
3 [3 + µij + µ+

j +
√
µijµ

+
j ]

+(4− µij − µ+
j ) log 3

2

4− µij − µ+
j

2
3 [5− µij − µ+

j +
√

(1− µij)(1− µ+
j )

 (14)

Step-IV:- Based upon the minimum cross entropy value, each alternativeAi(i = 1, 2, ....,m)

can be classified from best to worse in accordance with Minimum Argument

Principle. Thus, Min.KWFS(Ai, A
+) value indicates that the alternative Ai

is close to relative fuzzy ideal alternative vector A+. Similarly,calculate the145

symmetric fuzzy cross entropy measure KWFS(Ai, A
A+

w ),KWFS(Ai, A
E+

w ) and

9
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KWFS(Ai, A
H+

w ) values which can be computed by replacing µ+
j either by µA+

j ,

or µE+
j or µH+

j in(17) and classify the corresponding alternative Ai accordingly.

To illustrate the applicability of the proposed fuzzy cross entropy based

methodology, we shall solve a classical MADM problem based financial strategy150

as follows.

Example A manufacturer has planned its financial strategy for the forth-

coming assessment year according to firm’s objective. After the preliminary

screening, all the possible the attributes Gj(j = 1, 2, 3, 4, 5) are obtained as fol-

lows.155

G1 : Output value is $10000, G2 : Investment cost is $10000, G3 : Total

sales is $10000, G4 : Profit proportion of the company and G5 : degree of en-

vironment pollution. It is assumed that the attributes with benefits are G1, G3

and G4 whereas attributes with cost are G2 and G5 respectively.We can con-

sider the weight vector as w = (0, 0, 0.6618, 0.2344, 0.1038)
T
. Suppose there160

are four potential alternatives Ai(i = 1, 2, 3, 4) along with five known attributes

Gj(j = 1, 2, 3, 4, 5) and the decision maker prepares the the following decision

matrix A = [aij ]4×5.

G1 G2 G3 G4 G5

A =


A1 : 8350 5300 6135 0.82 0.17

A2 : 7455 4952 6527 0.65 0.13

A3 : 11000 8001 9008 0.59 0.15

A4 : 9624 5822 8892 0.74 0.12

 .

Step-I Normalize the given decision matrix A into fuzzy decision matrix D by165

using the linear transformation [10]. Thus,

D = {µij}4×5 =


0.2525 0.8859 0 1 0

0 1 0.1364 0.2609 0.8

1 0 1 0 0.4

0.6118 0.7147 0.9596 0.6521 1

 .

Step-II All the four possible alternatives A1, A2, A3, A4 can be obtained from the

fuzzy decision matrix D of Step 1. The desired relative fuzzy ideal alternative

10
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vector A+ can be calculated employing (8-9):

A1 = (< x1, 0.2525 >,< x2, 0.8859 >,< x3, 0.0000 >,< x4, 1.0000 >,< x5, 0.0000 >)

A2 = (< x1, 0.0000 >,< x2, 1.0000 >,< x3, 0.1364 >,< x4, 0.2609 >,< x5, 0.8000 >)

A3 = (< x1, 1.0000 >,< x2, 0.0000 >,< x3, 1.0000 >,< x4, 0.0000 >,< x5, 0.4000 >)

A4 = (< x1, 0.6118 >,< x2, 0.7147 >,< x3, 0.9596 >,< x4, 0.6521 >,< x5, 1.0000 >)

A+ = (< x1, 1.0000 >,< x2, 1.0000 >,< x3, 1.0000 >,< x4, 1.0000 >,< x5, 1.0000 >)

Step-III The symmetric fuzzy cross entropy measureKWFS(Ai, A
+)(i = 1, 2, 3, 4)170

between each alternative and relative fuzzy ideal alternative vector A+ can be

evaluated employing (16) and are as under.

KWFS(A1, A
+) = 1.33439, KWFS(A2, A

+) = 0.93051,

KWFS(A3, A
+) = 0.47342, KWFS(A4, A

+) = 0.098216

Step-IV. We can classify all the four alternatives in accordance with the175

minimum cross entropy measure KWFS(Ai, A
+). The best alternative is A4

owing to the smallest value 0.098216. Hence, the optimum ranking order in

this case is A4 � A3 � A2 � A1. (See Table.2) Also, the ranking order, best

and worse alternative for the MADM problem under discussion obtained by

the existing discrimination information measures jDFS(A,B)(j = 1, 2) as well180

as by the proposed symmetric fuzzy cross entropy measures KWFS(Ai, A
A+

w ),

KWFS(Ai, A
E+

w ) and KWFS(Ai, A
H+

w ) are summarized in Tables.2 and Table.3

respectively.

Analysis and Discussion:- A careful analysis of the results depicted in

Table.2 reveal that if the relative fuzzy ideal alternative vector is A+, then,the185

existing fuzzy cross entropy measures jDFS(A,B)(j = 1, 2) are not capable of

classifying the alternatives. The ranking order obtained by the existing method

[23] is A4 � A3 � A1 = A2 (Table. I) . These results create some ambiguity in

the ranking order and hence it becomes exigency to identify and fix the actual

cause of this information. However, the ranking order obtained by the proposed190

cross entropy measure KWFS(Ai, A
+), KWFS(Ai, A

A+
w ), KWFS(Ai, A

E+
w ) and

KWFS(Ai, A
H+
w ) is A4 � A3 � A2 � A1 whereas the best and worse alternative

11
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Table 1: Ranking order, best and worse lternative obtained by the proposed symmetric fuzzy

cross entropy measure based upon WFA operators.

Cross entropy Cross entropy Values Ranking order Best Worse

A1 A2 A3 A4

1DFS(Ai, A
+)[2] − − − − − − −

2DFS(Ai, A
+)[16] − − − − − − −

KWFS(Ai, A
+) 1.3344 0.9305 0.4734 0.0982 A4 � A3 � A2 � A1 A4 A1

KWFS(Ai, A
E+
w ) 0.5905 0.8435 0.5105 1.1741 A3 � A1 � A2 � A4 A3 A4

KWFS(Ai, A
H+
w ) 0.4322 0.3508 0.3364 0.5521 A3 � A2 � A1 � A4 A3 A4

are A4 and A1 respectively. This justifies the effectiveness and capability of

the proposed symmetric fuzzy cross entropy measure. Hence, the final ranking

should be A4 � A3 � A2 � A1 but cannot A4 � A3 � A1 = A2 as claimed by195

[23].It is concluded that our fuzzy cross entropy based MADM problem solving

methodology is efficacious for handling non-commensurate and conflicting data

in comparison with the existing method [23].

6. Conclusion:-

The proposed method for solving MADM problems with the fuzzy prefer-200

ence information on alternatives differ from the existing approach which as-

sumes the relative fuzzy ideal alternative vector based on traditionally selecting

the fuzzy ideal value for selecting the best alternative. The new symmetric

weighted fuzzy cross entropy values between the known potential alternatives

and RFWIA vectors based on various FWA operators reveal that the linear205

goal programming model [23] hide some useful evaluation information of the

optimal alternative and thus affects the ranking analysis resulting in catas-

trophic economical disorder.The newly constructed RFWIA vectors based on

fuzzy Archimedean, Einsteen and Hammer weighted averaging aggregation op-

erators give more information. Hence, the proposed method fairly furnishes the210

12

49

61



consistent and feasible results and thus offers remarkable and effective evalua-

tion information of MADM problems with the fuzzy preference information on

alternatives. .Furhter, the proposed method can be utilized to obtain the opti-

mal solution for MADM problems , which arise in other areas such as bearing

fault analysis, image segmentation, pattern recognition, medical diagnosis, fault215

diagnosis of turbine etc. In the future, we will continue working to develop more

symmetrical discrimination information measures and find their applications to

improve the accuracy.
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