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Abstract: Artificial intelligence (Al) and machine learning (ML) have emerged as the
breakthrough technologies most likely to revolutionize pharmaceutical research and
development (R&D) in the last ten years. Revolutionary developments in computational
technology and the concurrent removal of earlier restrictions on the gathering and
processing of massive amounts of data are partly to blame for this. In the meantime,
it’s now too costly to introduce new medications to the markets and to patients. The
pharmaceutical sectors are interested in Al/ML approaches because of their
automated nature, predictive, capabilities, and the anticipated gain in efficiency that
follows. Over the past 15 to 20 years, ML techniques have become more sophisticated
in their applications to drug development. In the design, conduct and analysis of
clinical trials, Al/ ML are beginning to positively disrupt the drug development process.
Because of the COVID 19 pandemic, clinical trials may use Al/ML more quickly
because of the rising reliance on digital technologies. As we approach a future where
AI/ML are increasingly being included into research and development, it is imperative
that we move past associated jargon and commotion. This was also crucial to
understand that when drawing conclusions on data, the scientific processes are still
relevant, by doing this, it will become easier to distinguish reality from fiction and
enable well informed choices regarding the best application of Al/ML in drug
development. This study aims to demystify key concepts, present application
instances, and offer a fair assessment of how Al/ML approaches should be applied in

research and development.
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1. Introduction
Drug discovery is the sophisticated process of

inventing, finding and producing new
pharmaceuticals to improve human heath and
combat disease. This meticulous process, which
is essential for inducing potent drugs into
clinica practice, consists of severa phases, from
lead

discovery to optimization, exacting clinical trials

target identification and compound
,and stringent preclinical testing [1]. Artificial
intelligence has numerous applications including
language modelling and pharmaceutical industry
enhancement. Al speeds up and reduces the cost
of drug discovery and development.
Professionals in medication development face
the challenge of developing an efficient and low
risk approach for delivering therapeutic
compounds to their intended target. Furthermore

developing new pharmaceutical molecules is

costly and time consuming. Artificia
intelligence (Al) helps to reduce the cost of drug
discovery and development [2]. Artificia

intelligence (Al) is being used more and more,
and this will probably alter the way clinica
evauation and training are conducted [3]. The
success rate of lead compounds in clinical trials
has been increased by the use extensive
computer screening and docking [4]. Al is
beginning to show itself as a trans formative
force, accelerating

processes, increasing

accuracy ,and opening doors for formerly unseen

discoveriesin fields ranging from the creation of
new drug targets to the complicated web of
clinicd trials [5] In the pharmaceutical sector , a
large portion of what is referred to as artificial
intelligence (Al) is more closely related to
machine learning , which is define by an
algorithmic process in computers deliver better
feedback, “An of
intelligence(Al) that gives systems the ability to

application artificial

automatically learn and improve from
experience without being explicitly
programmed’’ is how machine learning is

defined [6]. By integrating the developments in
machine learning (ML) in a highly standardized
and automated manner, artificial intelligence
(Al) uses computer software applications that
analyze, learn, and uncover large data related to
pharmaceuticals in order to discover new drug
[7] Machine (ML)
approaches  are practical

compounds learning

emerging as
instruments that can support the conventional
drug development process. The incorporation of
algorithmic techniques into the preclinical stages
of drug discovery is covered in this perspective.
In particular, we highlight a variety of machine
learning (ML) based initiatives in the severd
disease domains to speed up the finding of early
hits, the clarification of mechanism of action
(MOA),
properties [8]. Identification and validation of

and the optimization of chemical

chemical identification,
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compounds, target
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peptide synthesis , assessment of drug toxicity
and physiochemical properties ,drug monitoring,
drug efficacy and effectiveness and drug
repositioning are al made possible by
computational modelling grounded in Al and
ML principles [9]. Al has broader applicability
across multiple phases, its influence in the
pharmaceutical industry cannot be overlooked.
Al has a clear impact on pharmaceutical
level,

products at every from product
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support

deep neural network (DNNSs), recurrent neural
network (RNNs), and other algorithms are
among the Al technologies utilized in drug
discovery for drug screening and drug design
[10].
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Fig. 1: Role of Artificial Intelligence in Drug Discovery [11]

2. History

The history of artificial intelligence in drug
discovery is a story of steady technological

development, scientific investigation, and the
changing interaction of biology, chemistry and
computing. In 1950s-1960s Early Al research
ideas like

concentrated on fundamentd
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algorithms, problem solving, and fundamental
machine learning method; yet, at this time, Al
was not directly used in drug discovery. The
majority of this time was theoretical, setting the
stage for further developments in Al. In 1970s-
1980s

expert system were investigated for use in

Rule based Al programs known as

diagnosis and other medical application. Still,
the process of finding new drugs was still mostly
empirical and manual. The potential of Al in
drug development and biological systems was
acknowledged but has not yet been put into
practice. [12]. In 1990s The use of machine
learning techniques to forecast molecular
attributes and model chemistry structure began.
The biologica activity of substances was
predicted during this time using artificia
intelligence (Al) in the form of neutral network
and decision trees. These techniques were first
used in computational chemistry software, such
as molecular docking programs, for virtual
screening and molecular interaction predictions.
Late 1990s:

screening methods with machine learning. In

It combined high -throughput

order to find possible therapeutic candidates,
researchers started using Al agorithms to
recognize similarities in chemical databases
[13]. In early 2000s Bioinformatics became a
crucial field when the human genome project
finished. Al
classification and clustering method, started to

be used on bhiologica datasets. Thanks to

was algorithms, including

developments in Al, it is possible to predict
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protein architectures, protein -ligand
interactions, and therapeutic efficacy [14]. In
2000s Al contribution to drug target validation
Artificial

intelligence started to study biologica networks

and identification has grown.
and forecast how chemicals and proteins will
interact. Predicting negative drug reactions and
finding biologica pathways associated with
particular diseases were two other benefits of Al
[15]. In 2010s A subset of machine learning
caled deep learning started to transform the
drug discovery process. The ability of
convolutional neural networks (CNNs) and
recurrent neural networks (RNNs) to predict
chemical properties and create drugs has been
demonstrated. There are now greater prospects
Al applications due to the growing
availability of big datasets in chemical libraries,

for

proteomics, and genomics [16]. In 2015-2020:
companies such as Atomwise, benevolent Al,
Insilico Medicine started utilizing deep learning
to forecast protein forecast protein folding , find
novel chemicals, and enhance the first phases of
drug discovery. These businesses showed how
Al may cut down on the time and expense
involved in conventional drug discovery
procedures [17]. In 2020s In precision medicine,
Al is essentia for creating medicine based on
each patient’s unique genetic profile. using
genetic data and medica history, Al agorithms
are now being utilized to forecast how patients
would react to particular treatments. Al is aso

making clinical trial design and administration
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easier, assisting in the identification of the best already approved medications. Al systems
patient groups, lowering trial expenses and showed the value of Al in speedy drug discovery
increasing success rates [18]. Particularly in by swiftly analyzing data to recommend current
reaction to the COVID -19 Pandemic, Al models treatments for COVID-19 [19].

were used to discover novel applications for

Table 1: History of artificia intelligencein drug discovery

Y ear I nter vention

The Alan Turing study “Computing machinery and intelligence’’ suggested a “Universal
1950 | machine with intelligent behavior [20]

The Dartmouth conference brought together top scientists to debate Al research and set its
1956 | aims, launching the discipline [21]

Frank Rosenblatt’s Perceptron presented a single layer neural network that could learn through
1957 | Perceptron learning [22]

The genera problem solver (GPS) Program by Newell and Simon used symbolic reasoning to
1957 | solve problems[23]

The invention of the PROLOG Programming language by Alain Colmerauer and Philippe
1972 | Roussel brought about important breakthrough in logic programming and knowledge
representation [24]

The MYCIN System created by EDWARD SHORTLIFFE, which used a rule based method to
1976 | show how expert systems can be used in medical diagnosis [25]

The RI/XCON System by Douglas Lenat and Randal Davis was a significant expert system
1982 | used in configuring computer systems, exhibiting the strength of rule -based reasoning [26]
John McCarthy originated the term artificial intelligence and devel oped the Lisp Programming
1983 | language, which became an important language foe Al research [27]

The CYC project, led by Douglas Lenat, aims to construct a massive knowledge base
1983 | encompassing common sense thinking and understanding [28]

The backpropagation agorithm, proposed by PAUL WEBROS, alowed efficient training of
1988 | multi layer neural network [29]

1997 | Deep Blue Developed by IBM [30]

The LeNet -5 architecture by Yann LeCun et a transformed the field of computer vision and
1998 | became a basic model for image recognition Problems [31]

The ImageNet project, led by Fei-Fei Li, presented a large scale dataset and benchmark for
2009 | training deep convolutional neural network for image classification [32]

2011 | Watson, an Al System designed by IBM [33]

The ALEXNET architecture by KRIZHEVSKY , SUTSKEVER, and HINTON revolutionized
2012 | Picture classification jobs and reveal ed the power of deep learning on GPUs [34]

AlphaGo, created by DeepMind, Highlighting the advancements in machine learning and
2016 | reinforcement learning [35]

2017 | DeepMind’s AlphaGo Zero surpassed the performance of the original AlphaGo [36]
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2018

DEVIN ET AL Created the BERT (Bidirectional Encoder Representations from Transformers)
getting phenomenal results in processing in multiple natural languages that included tasks,
including question answering and sentiment analysis [37]

2019

Open AI’s Alpha Star upset top human players in StarCraft, Illustrating the potential of
reinforcement learning in complex real time strategy games[38]

2021

AlphaFold wins the CASP Competition for guessing the 3D Protein structure [39]

Organizations and projects such as the partnership on AL, OpenAI’s Charter, the IEEE Global

2022 | initiative on Ethics of Autonomous and Intelligent Systems have formed to address these
concerns [40]
2023 | ChatGPT arrives, creating great controversy [41]

3. Techniques

3.1 Supervised Learning

In the machine learning technique known as
supervised learning, agorithms are trained on
labelled data -that is, input data that has
correspondingly accurate outputs. It is a
technique to solving particular kinds of machine
learning issues rather than a methodology. when
the project’s goal is to predict or classify using
labelled data, supervised learning is essential. It
can be integrated into a variety of machine
learning approaches or workflows [42]. This
includes instruction that model with labelled
data. Unseen cases can then be classified or
predicted using the learnt model. Regression and
classification are two more subcategories of SL.
Classification predicts a categorical label, like
whether a patient is ill or hedthy, using
algorithms. After being a collection of labelled
data, the algorithms learn to assign new data to
one of the pre-established categories. For
instance, a classifier may correctly divide

patients into the sick and healthy classes after to
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distinguish between them from the collection of
medical records. Regression on the other hand,
uses an algorithm to learn how to forecast the
numerical value,
learning from a dataset of labelled samples, the

like home prices. After

model produces a function that can forecast the
numerical value of instances that are not visible
[43].

3.2 Unsupervised Learning

Self - organizing neural networks use an
unsupervised learning algorithm to find hidden
patterns in unlabeled input data. Unsupervised
means that the network can learn and organize
information without being given an error signal
to test possible solution. In supervised learning,
the lack of direction for the algorithms can
sometimes be good thing because it lets the
algorithms look back for patterns that haven’t
been thought of before [44].
unsupervised learning applications in DL are
still

In generd,

uncommon nowadays. Unsupervised
architectures, on the other hand, can be

unexpectedly often observed in drug design,
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demonstrating the method’s effectiveness and

the necessity of processing substantial molecular

network protoplasts can still be identified in

unsupervised learning applications for mapping

data in situations where measurable attributes molecular representations [45].

are unavailable. specifically, the early neura
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Fig 2.: Techniques of artificia intelligencein drug discovery [46]

3.2 Machine Learning
3.2.1 SVM (support vector machine)

Make predictions and models for excipient

composition, processing parameters, and
medication release profiles. SVM helps in
predicting whether the compound is active or
inactive against biological target by analyzing
[47].

3.22KNN (K-nearest neighbor algorithm)

Compound classification, pharmacokinetics

modelling, toxicity prediction, formulation
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optimization, patient satisfaction. KNN helps in
identifying new drug molecules by comparing
them to known drug molecules [48].

3.2.3 Random Forest

Prediction of toxicity and drug -drug interaction,
drug discovery and design . Predict biological
activity based on chemical structure and
improve safety profile in early stage of
development [49].

3.3 Deep Learning
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3.3.1 GAN (Generative adversarial network)
dosage
optimization, and generation of optimization of
drug candidates [50].

Adverse event prediction, form

RNNs (Recurrent neural network) Predicting
protein / Peptide structures, Anayzing genomic
data. Useful for generative models where drug
like moleculesisimportant [51].

332 GNNs (Graph neural network)
Predicting molecular properties,
pharmacokinetics properties, modeling

molecular relationships [52].

3.3.3 CNN (Convolutional neural network)
Prediction bioactivity,
Identifying potential drug targets and analyzing

of toxicity and

molecular properties [53].
3.4 Clustering
3.4.1 Autoencoder

Compound screening, de novo drug design

toxicity prediction ,virtual screening .[54]

34.2NMF (Non-negative Matrix
Factorization)

Drug discovery and repurposing, chemica
compound analysis, image analysis,
pharmacokinetic modelling [55].

3.4.3 Hierarchical

Drug formulation optimization,

pharmacovigilance, target identification [56].

3.4.4K-Means

95

Product optimization , chemical similarity [57].
3.5 Dimensionally Reduction

3.5.1 PCA (Principal component Analysis)
Quality control analysis, facilitating formulation

optimization [58].

352 T-SNE (t-distributed stochastic

neighbor embedding)

Gene expression patterns, visualize molecular
structures, or providing visual representation of

formulation similarities [59].

3.5.3 ICA (Independent component analysis)
Used in brain imaging data and gene expression
data or other types of biological data to identify

underlying independent component [60].

4. Recent Advances and Techniques
4.1. Protein Structure Prediction

Techniques. Deep like

ALPHAFOLD.

learning models

Impact: Accurate prediction of 3D structures
from amino acid sequences, accelerating drug
target identification. Rapid and accurate protein
structures prediction [61].

42 Generative Modes for Molecule

Design

Technique: Variational Autoencoders (VAES),
Reinforcement learning, Generative adversaridl
Networks (GANS) [62].
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Impact: Novel drug like molecules with specific
properties can design with Al Models. VAE can

generate chemically diverse compound.

4.3 Al
SCREENING

POWERED VIRTUAL
Technique: Deep docking and machine learning

algorithms

Impact: To identify potential drug candidates
rapid screening of compounds is done. Predict
binding affinity and helps in Structural activity
relationship [63].

4.4 Natural Language Processing (NIP) In
Drug Discovery

Technique: Transformers

SCIBERT)

(BIOBERT,

Impact: Automatic retrieval of insights and
drug target interactions from biologica literature
[64].

45 Predictive Modeling for Admet

Properties

Technique: Machine learning models trained on

toxicological and pharmacokinetic data [65].

Impact: Helps predict absorption, distribution,
metabolism, excretion and toxicity in drug

design.
4.6 Al in Drug Repurposing

Technique: Graph neural network (GNN), Deep
learning model [66].

96

Impact: Finding current medications that may
be effective against novel targets like COVID-
19. Helps to reduce development time and help

in high success rate.
5. Challenges and Limitations

Even though drug research has benefited greatly
from artificial intelligence (Al), there are till a
number of issues and restrictions that need to be

resolved.
5.1 Data Quality and Availability

Limited datasets. Training strong Al models is
hampered by the lack of high quaity , large
scal e datasets [68].

Data heterogeneity: It can be difficult to
integrate data from many sources and formats

[69].
5.2 Algorithmic Limitations

Interpretability: Al models can be hard to
understand, which make it hard to comprehend

how decisions are made [70].

Overfitting: Al models may perform poorly on
unknown data if they overfit the training data
[71].

5.3 Regulatory and Ethical Concerns

Bias and fairness: It is important to be fair and
transparent because Al models might reinforce

inherent biases [72].

5.4 Computational Resources
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Significant computational resources are needed
to train large Al modes, which may be

prohibitive for smaller organizations [73].

5.5 Domain Expertise
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Lack of domain knowledge: Al models might
not accurately represent the minute details of
biological systems, requiring a high level of

domain expertise to evaluate the results [74].
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Fig. 4.: Challenges and Limitations In Al [67]

6. Conclusion

Drug discovery has been transformed by
artificial intelligence (Al), which has improved
sped up the
identification of possible drug candidates and

clinical tria efficiency,

optimized the drug development process,
Machine learning and deep learning are two
example of Al technologies that have shown
great promise in understanding complex
biologica data, finding new compounds, of and

predicting molecular properties. Large volumes

biomedical literature can be analyzed by Al,
which can help find therapeutic targets that were
previously missed. To sum up, artificia
intelligence (Al) greatly lowers the time and
expense involved in drug discovery, improves
drug design precision, and enables personalized
medicine. Although there are still obstacles to
overcome, like the requirement for high quality
data and the intricacy of biologica systems,
has enormous

artificial  intelligence  (Al)

potential to improve medicine in the future by
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facilitating quicker and more efficient disease
treatments. Al is anticipated that combining Al
with conventional drug discovery techniques
may accelerate medical advancements even
further, resulting in more creative treatments and
better patient results. While challenges including
data quality, regulatory approval, and ethical

Alexandre Blanco-Gonzalez123 Alfonso Cabezéni2 Alejandro Seco-Gonzélez12 Daniel

considerations still exist, the use of Al in drug
research was developing and holds promise for
individualized and targeted
treatment options. Al

more effective,
has the potential to
become a more significant part of
pharmaceutical research and development as the

technology advances.

Conde-

Torres12 Paula Antelo-Riveiro12 Angel Pifieiro2 Rebeca Garcia-Fandino?
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